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In this paper, an accurate method for determinaifdault location and fault
type in power distribution systems by neural netw@ proposed. This
method uses neural network to classify and locatenal and composite
types of faults as phase to earth, two phasesrth, gzhase to phase. Also
this method can distinguish three phase short itifoum normal network
position. In the presented method, neural netwerkrained byof space
vector parameters. These parameters are obtainddg uslarke
transformation. Simulation results are presentetheyMATLAB software.
Two neural networks (MLP and RBF) are investigated #reir results are
compared with each other. The accuracy and beuiefite proposed method
for determination of fault type and location intdisution power systems has
been shown in simulation results.
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1. INTRODUCTION

Distribution networks have special importance iradoproviding for indoor and industrial
consumptions. Fault occurrence in distribution eiyst is too probable; therefore to guarantee théraoty
of service, an accurate fault detection procedsréoo necessary. Service quality is main objectin
distribution company which is depended on relityilOne of the most important indexes in reliabilis
System Average Interruptions Duration Frequencyexn@SAIDI). Fault classification and fault location
method have important role in SAIDI reduction.

Several methods and algorithms for fault locatiamehbeen presented in the literatures. One of the
most common methods for fault location is basethgredance calculating, which is obtained by voltagd
currant sampling. In this method fault locatiorolstained from the relationship between fault diseaand
impedance [1].

Another method is travelling wave based fault larascheme [2]. In this technique, the required
fault location information is obtained using theslgronized voltage signals from the first and thd ef the
transmission line [2].

Voltage Sag Profile tracking is another methodféait location [3-4].

For high impedance faults detection, wavelet tramsétion method has been proposed in [5-7]. In this
method high impedance faults are detected usingdvac current analysis.

In af space vector method, fault classification is at#ediby comparing of characteristics curves (on
alpha-beta plan) before and during the fault, &sdt location is determined from the relationshigtween
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distance and the eigenvalue of line current mg8i®]. The restriction and limitation of this methas
dependence of fault location to load for some faydes.

Recently fault detection which is based on neueWorks in several papers has been introduced
[10-12]. One of the methods uses neural networfatdt detections which scrutiny the breakers statd
relay status in a feeder and then the destroyedesitis identified [10]. This method is presented small
and simple power systems [10].

For major power networks which have too many lined buses, multiple neural networks are used, in
order to time reduction of neural network trainifidie employment of multiple neural networks is flass
in different form, for example a great power systersubdivided into several subsystems and a neural
network has been separately introduced for eaclobtieem [11].

In Ref.10, the authors present a hierarchicalieidlf neural network (HANN) for determining of
fault location. This technique identifies fault tdisce step by step. Applied neural network consibtiree
classes [12-14]. In other word, problem solutiorhiigrarchical ANN is down through three levels whare
low, medial and upper level [12]. This method odétermines fault location.

In this paper, a new neural network based methoddtermination of fault location and fault type
is proposed. This network is trained &y space vector technique and the eigenvalue ofclimeent matrix.
The main advantage of the proposed method is thigt three phase current sampling for each feeder is
sufficient. Also the proposed method is not depegdin fault impedance, thus it is useful for defeation
of fault type and fault location in fault conditiavith different impedance value. Also high impedafaults
can be detected by this method.

This paper is organized as follows. Section 2 dessrthe proposed method for determination of
fault location and type. Simulation results arespréed in section 3 to achieve the suitable newtabork. In
section 4, determination of fault location and faléssification in the radial distribution feedé&presented.
Section 5 presents the main conclusions of thigpap

2. RESEARCH METHOD
In this section a neural network is proposed tewheine the fault type and location. This neural

network is trained with suitable parameters. Thesm@ameters change regularly with fault type anthdise
variations. The proposed method fundamentally sudbeld in three following stages.
- The first stage is to convert the line current inficspace components using Clark transformation.
- The second stage is to determine the eigenvalupeioral network training in order to identify theuft

distance.
- The third stage is to calculate the eigenvectornfaural network training in order to identify theuft

type.

2.1. Convert the Line Current into ap Space Components
One of the best de-coupling procedures for thresss@Hine currents is Clark transformation. The
static two-phase variables are named "alpha" aath"bThe third parameter is zero-sequence [8].

2
V3 (1)
2

The first step is to achieve a data sample ofitreedurrents in matrix form as following:

i1(to) i2(to) i3(to)
S= : i : )
i1(to+(n-D)At) in(to+(n-1)At) iz(to+(n-1)At)

Where § is the start time of data sampling aktds the sample interval.
The conversion of line current iné@ space ingredients is obtained as following:

io(to) ig(to + At) iy (o + (n — DAY)
A=Tc.S=| ig(ty) iglto +At) --ig(ty+ (n— 1AL (3)
ig(te) oty +At) - ip(ty + (n — 1)AY)
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2.2.The Proposed Neural Network for Determination of Falt Location

Fault location is obtained from the neural netwdrkis network is trained with eigenvalues. Line
currents are characterized by eigenvalues of dataple correlation matrix. Correlation matrix of A i
obtained as following:

B=AT.A 4
The operator "eig" has been used to achieve eif@med matrix B, as following:

[F,Cl=eig(B) (%)

Where matrix C is as the following:

de 0 0
c=|0 24 0 (6)
0 0 4

Whereka, Ap andAO are eigenvalues of B. Simulation results indidatg only thedO eigenvalue
has relationship with fault location. Relationsbhgtweert0 and distance for two types of fault are shown in
Figures 1-2.

The columns of matrix F (in Eq.5) are defined witigenvectors f1, f2 and f3. This subject is
described in the next section.
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Figure 2. Relationship betwe&f and fault distance for phase A to C and phased@dund (A-C &B-G)

fault.
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2.3.The Proposed Neural Network For Determination Of Falt Type

Fault classification is obtained by a neural netwdihis network is trained with eigenvectors oflin
currents matrix for each type of fault.
Matrix F columns (in Eq.5) are defined with eigeciegs f1, f2 and f3, as following:

F=[f1 f; f3] (7)

Where,

f1 = 11 fiz fas] r
f2 = [fa1 fo2 f23] ’ (8
f3 = [fs1 f32 f33] T

Simulation results indicate that the sign of cormgrda of matrix F varies according to fault typegréfore
each one of fault types constitutes a particulatrisna
The sign of matrix F components, for some diffeffantt types are presented in table 1.

Table 1. The sign of matrix F components for soiifferént fault types
Matrix F:  f11 f21 31 fl2 f22 f32 f13 f23 {33

Fault Type

A-G

B-G
C-G
A-B-G
C-B-G
A-B
C-B
A-B,C-G
Pre-fault

I

+ O '+ o+ 4

+
+ 4+ + o+ 4+ o+

+ o+ + +++ o+

In fault classification step, the output of neuratwork is a number. Each number refers to a pdaticype
of fault as shown in Table 2.

Table 2. The output of neural network for deterrioraof fault type

ANN Output  Fault Type ANN Output Fault Type
1 A-G 8 B-C-G

2 B-G 9 A-C-G

3 C-G 10 A-B-C

4 A-B 11 A-B, C-G

5 B-C 12 B-C,A-G

6 A-C 13 A-C,B-G

7 A-B-G 14 Pre-Fault

2.4.The Block Diagram and Algorithm of The Proposed Metod
The block diagram of the proposed method for deteation of fault classification and location are

shown in Figures 3-4. It includes below main steps:

- The first step is to achieve a data sample ofitteedurrents.

- The second step is mathematical treatment on thievaed data sample using Clark.

- The third step is acquiring the eigenvalu@)(and eigenvector components (f11...f33).

- The forth step is applying eigenvector componefits.(.f33) as inputs of first artificial neural netvio
(ANN). The output of the first ANN is the type dfet fault.

- The fifth step is applying eigenvalug0j and fault type as inputs of second ANN. The ouigf the
second ANN is the distance of the fault.

IJAPE Vol. 1, No. 2, August 2012, pp. 75-86



IJAPE ISSN: 2252-8792 a 79

Pl

Clark
Transformatig
n

Matrix

A
B=ATA |e,..6 First neural
[F,Cl=eig(B) > network:
Fault Classificatio

Ao Fault type
. Second neural
" network: Fault
Fault Classificatio distanc:

Figure 3. The algorithm for determination of faiyibe and location

Three phase sampling and creating a
matrix

v
Clark transformation:

Eigen value and Eigen vector derivation

v
Use Eigen vector as input of a first Neura| N

Network (NN#1)
v
NN#1 ANN output:
Fault detection and fault classification

Useigand fault type as input of the second
neural network (NN#2)

v
NN#2 output:

Fault location

v

Figure 4. The algorithm for determination of faiyipe and location.
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2.5. Determination Of Fault Location And Type With Neural Network

A neural network is defined and characterized byaitchitecture, input, number of neurons, output,
size, and by the training technique that is useddtermine its weights. Several architectures Hasen
proposed in the literatures. The best architeatfireural network depends on the type of problem.

In order to obtain an optimum neural network, timeugation results for RBF and MLP neural
networks are compared.

3. RESULTS AND ANALYSIS
In order to investigate accuracy and quality of pheposed method and to achieve the best neural
networks for determination of fault type and looatia typical power distribution system is conséderThe
main characteristics of this system are as theviofg:
- Distribution line with: S=118 mm2 , R=0.2794km, L= 0.326 mH/km
- Substation power transformer of 10 MVA, 63/20 kVdYartificial neutral formed for 1 kA
- Load: 2MVA, co®=0.9
- Substation power transformers of 3MVA, 20/0.4 k\WnD
- Phase-phase fault impedance= 0.0001
- Phase-ground fault impedanceQ1

3.1. Determination of fault location and type withneural network
A neural network is defined and characterized byithitecture, input, number of neurons, output,
size, and by the training technique that is useddtermine its weights. Several architectures Hzeen
proposed in the literatures. The best architeatfireural network depends on the type of problem.
In order to obtain an optimum neural network, theusation results for RBF and MLP neural networks
are compared.

3.1.1. Determination of fault location and type wit MLP neural network
In this section, in order to achieve the most sugdLP network for determination of fault location
and type, several excitation functions for MLP rauretworks with different characteristics are istigated
and studied.
To compare between the different types of neuralvorks results, the absolute error is defined as
following:

absoluteerror =

actual fault location—- calculated fault Iocatior{ 9

total length line

Total absolute error for whole 13 types of faultealculated as following:

13
Total absoluterror = Z(absoluterror) (10)
k=1 k

In Eq.10, k is the number of fault type, where eacmber refers to a particular type of fault as
shown in table 2.

In order to determination of fault location by MUkeural network, the relationship between
eigenvalue X0) and fault distance is used to train the MLP akbuwetwork. The typical MLP excitation
functions are logsig, purelin, radbas, stalingjrssttansig, and tribas.

The total absolute error (in percentage of totaigth line) for fault location using different
excitation functions is shown in Figure 5.

As shown in Figure 5, the total absolute errorféart location using functions purelin, satlins and
tansig is less than the error among the definedatian functions.

The total absolute error for different pair of ftinas which are used for two layers of MLP neural
network has been presented in Figure 6.

As shown in Figure 6, the total absolute errortfa third pair of functions (purelin, tansig) is$e
than total absolute error among other pair of fiemst Therefore in ultimate structure for MLP ndura
network, purelin and tansig are applied for tweaelayin network.
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total length line) for fault location by different
functions

The final step to achieve a suitable neural netwsrio obtain an optimum number of neurons for
MLP network. As shown in Figure 7 the total abseletror of neural network with 6 and 7 neurons in
hidden layer, is not significantly less than thé&akabsolute error of the neural network with 5 noes,
therefore a MLP neural network with two layersyéfineurons in hidden layer and one neuron in output
layer) has a suitable response. The final MLP rdengtavork for fault location is shown in Figure 8.
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Figure 9. The total absolute error for fault
classification with different number of neurons.
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In similar method, a MLP neural network is achiefed determination of fault type. In obtained
MLP network, satlin and logsig constitute the beasir of functions which contain the least total bt
error. To select the optimum number of neuron, dveetworks with different number of neurons are
studied. Absolute error for fault classificatiorpistained as following:

absolute error = | Actual rate (Fault type) - Computed resulFault type)| (11)

The total absolute error in vertical axis is obéairirom Eq.10.

As shown in Figure 9 the total absolute error afiraé network with 6 and 7 neurons in hidden
layer, is not significantly less than the total @bt error of the neural network with 5 neuromgréefore a
MLP neural network with two layers, (five neuromshidden layer and one neuron in output layer) dnas
suitable response as shown in Figure 10.

3.1.2. Determination of Fault Location and Type With RBF Neural Network

The function RBF iteratively creates a radial bas&$work one neuron at a time. Radial basis
networks can be used to approximate functions. Rifates a two-layer network (The hidden layer and
output layer). One of the RBF neural network partanseis spread.

It is important that the spread parameter be langeugh that the neurons of RBF respond to
overlapping regions of the input space, but nolasge that all the neurons respond in essentialtlysame
manner. In order to achieve the most suitable RB&vaork for determination of fault location and type
several RBF network have been studied. The absehute for fault location is obtain by Eq.9 and alluge
error for fault type is obtain by Eg.11 and tahkolute error (for vertical axis in diagrams) lidadned using
Eq.10.

To obtain a suitable RBF network for fault locating the first step several RBF network with
different number of neurons are studied, in thégo stpread parameter is assumed 1. The simulatsultse
are shown in Figure 11. As shown in Figure 11 thtaltabsolute error of neural network 10 neurons in
hidden layer, is not significantly less than thé&akabsolute error of the neural network with 9 noes,
therefore RBF neural network with 9 neurons is geted.

In second step, several RBF network with differealue of spread are studied. In this step the
number of neurons is considered 9. The simulagésults are shown in Figure 12.

15

“““Ht [ e

1ns
03

- =
B

w
ia

The total absolute error
The total absohute error

Number of neurons 3

. . Spread value
Figure 11. Th_e total ab_solute error (in percentige Figure 12. The total absolute error (in percentafge
total length line) for different number of neurons. total length line) for different value of spread
parameter.

As shown in Figure 12 if spread parameter is 3; the total absolute error is greater than thd tota
absolute error when the spread parameter is Zftirerfor obtain a suitable RBF the spread paranietset

to 2.
To obtain a suitable RBF network for determinat@ifault type, in the first step several RBF

network with different number of neurons are stddia this analysis spread parameter is considerdde
simulation results are shown in Figure 13. As shawhRigure 13 the total absolute error of neuraivoek
with 7 neurons in hidden layer, is not significgniéss than the total absolute error of the nenedivork
with 8 neurons, therefore the RBF neural networthwineurons is perfected.
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In the next step, several RBF network with différealue of spread are studied, in this step the
number of neurons is 7. The simulation resultssaavn in Figure 14.

As shown in Figur 14, if the spread parameter ithén the total absolute error is greater than the
total absolute error when the spread parametertisedefore for obtain a suitable RBF the spreadrpater

is set to 4.

3.2. Comparison of the RBF and MLP neural networks
In order to investigate the quality and accuracprafposed RBF and MLP neural networks, and to

compare them with each other, the simulation redoit determination of fault type and location héde=n

presented in tables 3-4.
For determination of fault location, MLP and RBFurel networks have been trained with ten

different0 which are dependent on ten different fault distsn Also for determination of fault type, MLP
and RBF neural networks have been trained withdifierent eigenvectors which are dependent on 13

different fault types.

Table 3. Simulation results (fault type) of MLP a@RBF neural networks.

Actual Computed result (Fault Error:
rate type) |actual rate - computed
(Fault result|
type) RBF neural MLP for RBF for MLP
network neural neural neural
output network network network
output
1 0.97 13 0.03 0.3
2 191 1.67 0.09 0.33
3 3.08 3.25 0.08 0.25
4 4.02 3.78 0.02 0.22
5 5.02 4.64 0.02 0.36
6 6.007 5.55 0.007 0.45
7 7.001 7.35 0.001 0.35
8 8.04 7.85 0.04 0.15
9 9.03 8.93 0.03 0.07
10 9.94 10.12 0.06 0.12
11 11.013 10.74 0.013 0.26
12 12.006 12.36 0.006 0.36
13 12.89 13.42 0.11 0.42

As shown in table 3 the output of RBF neural netwior fault classification is more accurate than
the MLP neural network output. Therefore for det@ation of fault type, RBF is more suitable than RIL

As shown in table 4 the output of MLP neural netwfor fault location is more accurate than the
RBF neural network output, thus for determinatiéfiealt location, MLP is more suitable than RBF.

As discussed above in proposed method, RBF neatalonk is applied for fault classification and
MLP neural network is applied for fault location.

Determination of Fault Location and Type in Distriton Systems using Clark Transformation ... (M. Barv
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Table 4. Fault distance from begin of distributim® (in percentage of total line length) for MLRABRBF
neural networks.

FAULT DISTANCE FROM BEGIN OF DISTRIBUTION LINE IN
PERCENTAGE OF TOTAL LINE LENGTH (%)

Fault type Actual fault location Computed result Error: | actual rate - computed result |

RBF neural network output MLP neural network output for RBF neural network For
MLP

Neural

network
1 65 63.5 65.1 15 0.1
2 25 221 24.92 2.9 0.8
3 35 31.52 35.21 0.52 0.21
4 375 36.12 37.65 1.38 0.15
5 47.5 48.2 47.33 0.7 0.17
6 65 67.23 64.93 2.23 0.07
7 325 334 32.66 0.9 0.16
8 45 47.1 44.99 21 0.01
9 85 82.31 85.13 2.69 0.13
10 375 39.1 37.64 16 0.14
11 375 32.41 37.38 5.09 0.12
12 65 63.5 65.11 15 0.11
13 35 30.4 35.15 4.6 0.15

The final flowchart for determination of fault ld@an and type is shown in Figure 15.

Three phase sampling and
creating a matrix

4_.
Clark transformation:Eigen
value and Eigen vector
derivation
Use Eigen vector as input|
of RBF ANN No }
¢ Yes
RBF ANN output:Fault v
detection and fault Uselgand fault type as
classification input of MLP ANN
MLP output
Fault location
Fault

v

Figure 15. Final algorithm for determination of ltatype and fault location.
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4. FAULT LOCATING AND FAULT CLASSIFICATION IN THE RADI

FEEDERS

AL DISTRIBUTION

A radial feeder has been shown in Figure 16. Tlaeagdteristics of the main line and each one of the
branches are equal to the line characteristic whielpresented in section 3.

) Current
Source Sampling 1
Current Current Current
Sampling 2 Sampling 3 Sampling 4
[ Loac2 | [Loaca| [ Loac4]

Figure 16. The configuration of a simple radiatidisition feeder

In order to determination of fault location andlfaype in the radial distribution feeders, in ftirst
step for each one of the branches, the eigenveafdirse currents matrix is analyzed and investgabased
on the proposed method. As soon as the faulty bremdetected, determination of fault location ae in
the same branch. If all of the branches are aptkefault condition, the eigenvectors of main lmarent
matrix is analyzed and investigated based on tbpgsed method. If the main line is at the faultdition,
determination of fault location is done using pregd method in the main line. The simulation resafts

shown in table 5.

Table 5. The simulation results for determinatiéfaalt location and fault type in a branchy feeder

Fault Line
type number

First ANN output:

fault type

Without With

Actual Calculated

fault

location

fault

location

round round
operator  operat
or In percentage of total
line length (%)

1 1 1.45 1 65 65.6
2 1 1.92 2 25 21.7
3 3 3.24 3 35 36.32
4 1 4.38 4 375 37.38
5 2 491 5 47 47.66
6 4 6.31 6 65 64.42
7 3 7.1 7 325 32.65
8 1 8.25 8 45 45.2
9 2 8.83 9 85 85.52
10 3 10.25 10 37.5 37.48
11 4 11.41 11 37.5 37.72
12 3 12.34 12 65 65.13
13 2 12.86 13 35 34.8

5. CONCLUSION

In this paper a neural network based method is qmeg for determination of fault type and
location. The simulation results of two neural natkv(MLP and RBF) are analyzed and compared. Is thi
method, neural network has been trained wftlspace vector parameters.

The main conclusions of the proposed method atleeafllowing:

- All types of faults can be classified in

this medho

- In this method the number of inputs is decreasedietermination of fault type and location is doanty
by the three line currents sampling, where othethods use both voltage and current sampling data

together.

- This method is useful for distribution feeders whiave several branches, as only the three phasntu
sampling at the sending end of each branch is énfargdetermination of fault type and location ggin

proposed method.

Determination of Fault Location and Type in Distriton Systems using Clark Transformation ... (M. Barv
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- The proposed method is not depending on fault iraped, thus it is useful for fault classificationdan
fault location in fault condition with different ipedance value. Also high impedance faults can be
detected by this method.

- The RBF neural network is applied for determinatiéifiault type and MLP neural network is applied fo
determination of fault location.
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