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ABSTRACT
Artificial intelligence (AI) is being proposed for a range of subfields that deal with photovoltaic (PV) systems as a result of improvements in computer power, tool accessibility, and data generation. The methods employed at present in the PV industry for a variety of tasks, including the outcomes of design, forecasting, control, and maintenance, have been found to be relatively inaccurate. Additionally, the use of AI to carry out these tasks has improved in terms of accuracy and precision, which has made the topic itself highly interesting. In light of this, the goal of this article is to examine the effect AI approaches have on the solar value chain. The article involves creating a map of all currently accessible AI technologies, identifying potential future uses for AI, and weighing the advantages and disadvantages of these technologies’ relative to more conventional approaches. This article lays special emphasis on discussing AI techniques for improving the power quality in grid systems involving space vector pulse width modulated inverters interfacing the photovoltaic to the grid along with power converter defect monitoring, filter flaw detection, and battery monitoring.
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ABBREVIATIONS
AI : Artificial intelligence
PV : Photovoltaic
DG : Distributed generation
PQ : Power quality
BESS : Battery energy storage system
GTI : Grid tie inverter
MPPT : Maximum power point tracker
PWM : Pulse width modulator
SVPWM : Space vector pulse width modulation
VSI : Voltage source inverter
PI : Proportional-integral
ANN : Artificial neural network
GA : Genetic algorithm
MLPNN : Multi-layer perceptron neural network
PCA : Principal component analysis
GMM : Gaussian mixture model
CNN : Convolutional neural network
GAP : Global average pooling
ESR : Equivalent series resistance
RUL : Remaining useful life
NFN : Neo-fuzzy neuron
SUR : Support vector regression
RLS : Recursive least squares
SOC : State of Charge
SOF : State of Function
SOH : State of Health
The availability of electricity is very much essential for improving the quality of life. People who require access to power are becoming more numerous. However, the conventional fuels that are used to produce electricity are depleting at a startling rate. In addition, one of the biggest causes for worry is environmental contamination. In order to keep up with rising electricity demand, the liberalisation of the electricity market, and efforts to reduce the amount of greenhouse gas emissions produced by conventional electric power generation facilities, distribution generation (DG) systems are rapidly gaining popularity as a new source of electricity generation. As a result, renewable energy-based technologies are becoming more and more crucial. Solar thermal, solar photovoltaic, and wind power generation are a few examples of such renewable energy systems. The PV is gaining popularity as the main unconventional energy source for electricity production and consumption because of its availability in abundance and non-exhaustible nature [1].

The most common topology used in grid-interfaced PV systems is one based on inverters. Inverters, which serve as a connection between utility grid and PV panel and provides for operational stability of PV networks are a key component of any PV system. In the upcoming years, research and development will concentrate on improving the operation of PV grid interfacing inverters [2]–[4]. An inverter in a PV system converts DC voltage from PV modules to AC. In a PV system interfaced to the grid, if the local demands have been satisfied, the extra energy is sent to the grid. However, extra energy is taken from the grid if the local load demand is greater than the PV supply. In this study, PV system is being examined with the goal of providing the electrical power produced by PV panels to the grid. In order to get PV voltage above the grid’s peak voltage, a DC–DC converter is used in between the PV and the inverter [5]. A PV system’s full potential is realised by implementing maximum power point tracking algorithm in DC–DC converter which makes it possible to operate in a variety of air conditions that affects the sun’s intensity and warmth. The popularity of the PV systems that are connected to the grid is rising because they do not require batteries for energy storage and hence may or may not be present in grid-connected PV systems.

One of the biggest difficulties for the electrical industry is the rising usage of delicate electronic circuits in businesses and homes, together with privatisation and competition in the electric energy networks. This makes increasing power quality (PQ) one of the most urgent problems. Power converters are used to connect the PV source to the grid. Because of how they operate, power converters always introduce harmonics into the grid. Harmonics cause the source voltage to become distorted, and unwanted current flowing through the source causes additional loss. Additionally, it could result in malfunctioning relays, mains, and other control equipment. Therefore, it is crucial to reduce the impact of the harmonics that are generated from the presence of PV inverter [6], [7].

Further sections of this review are organized as follows: section 2 discusses the types of grid-interfaced PV systems and the problems associated with them. In section 3, the space vector pulse width modulation technique has been reviewed. The AI techniques for SVPWM are discussed in section 4; the AI for power converter defect monitoring discussed in section 5. The AI techniques for filter flaw detection are discussed in section 6. The trends of AI for battery monitoring are provided in section 7. The findings of the review are concluded in section 8.

1. INTRODUCTION

2. GRID INTERFACED PHOTOVOLTAIC SYSTEM

The power electronics built-in voltage converter controls the output power, which is all that the inverter actually is. However, it is possible for harmonics to form in the output voltage during the conversion from DC to AC. These harmonics would then be introduced into the system, leading to a number of problems with the grid's power quality. One of two battery systems is frequently used in conjunction with solar PV systems: Depending on the intended use and type of application, either a battery-powered system or one with enough capacity to handle PV generation that occurs intermittently and deliver a stable grid voltage, or a battery energy storage system (BESS) that stores PV generation surplus and delivers it during peak hours to increase grid power supply reliability, may be used. Two power quality-related challenges must be overcome by solar PV systems: one is at the source end of the system (such as PQ problems caused by the nonlinear
loads of the PV system), and the other is dealing with PQ problems caused by the sags and switching transients of the network. The nonlinear loads on the PV system are what cause these two difficulties. It is crucial to solve the issue since, generally speaking, these power quality issues lead to a reduction in the efficiency and durability of various machines, capacitors, voltage regulators, and distribution transformers. Renewable energy sources of any kind must be able to meet the standards set for standard power quality in order to be integrated into the grid. Voltage and power factor controllers [8], [9].

There has been a large degree of conventional power generation displacement as a result of the current spike in interest in solar energy generation. Additionally, loads with a sizable reactive component may actually result in a drop in the system's power factor. This work emphasises the importance of power factor, power factor correction, reactive power demand, and harmonics which become crucial not only for utilities but also for private consumers as PV plant penetration keeps increasing. Capacitive loads in the grid lead the pack in terms of power factor and voltage, whereas inductive loads are just behind them [4], [10]. This has been proven to be a true reality. The system's low power factor puts a heavy burden (and losses) on the electrical grid during transmission. Due to this, the majority of regulators permit utilities to fine customers who have low power factors, with the bulk of the fine going to large consumers. Regardless of the reactive power requirements of the utility network, the power factor of standard PV systems remains constant at unity. A PV system that is connected to the grid lowers the power factor at the load end. This is due to the fact that the grid supplies the consumer with the leftover active power if the PV's capacity is less than their end load while retaining the same level of reactive power of the connected load. This can be explained by using Figure 1. The structure shown in Figure 1 uses 450 kVAR and 1,000 kW of electricity each day. If the PV capacity is less than the end load system voltage, consumers will receive any remaining active power. In this setup, active power could only come from the grid, lowered if this home were to install a 500 kW PV system with a power factor of 1, but the overall amount of power generated would remain the same. There will be no change in the amount of reactive power that is drawn from the grid. The PV plant will produce 500 kW, and 450 kVAR and 500 kW of power will be pulled from the grid as shown in Figure 2. In reality, the power factor of electricity taken from the grid will be 0.743. The voltage delivered to the load would be significantly lower as a result [11].

![Figure 1. Active and reactive power flow from grid to load](image1)

![Figure 2. PV power helps in displacing 50% of utility real power](image2)
There is a chance of a similar situation involving a degradation of the power factor when the load's power factor is leading. When employed to the purpose of controlling voltages on radial circuits, voltage regulators and capacitors are two frequent components that excel. On the other hand, because distributed power generation uses multiple sources, including PVs, voltage regulation will be more challenging. In Figure 2, PV helped to displace 50% of the actual power from the utility. 500 kW of electricity are being used to power the load in this scenario from both the grid and the PVs. The power factor has dropped to 0.743 and is now seen as being behind because the consumer is only utilising 500 kW of real power and the entire 450 kVA of reactive power from the grid.

Depending on whether or not there is an adequate supply of reactive power, the voltage at the PV end of the network may decrease or increase. Depending on the needs at the grid substation's load end, such as to account for the varying voltage levels in the system, capacitor banks or reactors may need to be turned on and off. This would depend on the circumstances. In some cases, the PV plants may be forced to shut down for their own safety if the voltage changes too much. There will be less generation as a result, which might lead to other problems. However, this weak power factor problem can be resolved and brought under control by selecting the appropriate inverter equipment for PV. Multistage inverters can be configured with reactive power and harmonics control to produce an output power factor that blends active and reactive power generation and control the harmonics and voltage. The output of this setup would have a non-uniform power factor. The use of PV inverter technology has the ability to offer a wide range of extra advantages beyond merely producing energy in kilowatt-hours [11].

The same principle underlies how conventional inverters and transformers operate. An electrical system that is linked to the grid includes some intelligent features. The main difference is between the algorithms that run them and the safety features they include. When the grid's primary supply fails or when the voltage or frequency of the grid increases or decreases, the step-up transformer and converter known as grid tie inverter (GTI) can act as an isolator (or disconnector) from the grid and track the PV's power production. In its most basic configuration, a GTI converts a source's changing DC voltage to AC, such as a bank of PV panels, before boosting that AC voltage to enable synchronisation or connections with the electrical grid. When the PV array is working in parallel with the grid, the owner has the option of using this electricity or exporting it to the utility grid. The amount of electricity produced by the PV array and connected to the owner's home determines this. The GTI also aids in maximising the quantity of electricity produced by PVs through the use of maximum power point tracker (MPPT) technology. Multistage inverters can be highly useful for maintaining the power factor and the reactive power while also lowering the amount of harmonics introduced into the grid if they are built, calibrated, and tuned properly. These multistage inverters are built with a combination of capacitance, inductance, and resistance in the circuit to manage reactive power and harmonics at the solar photovoltaic system's output [12].

3. SPACE VECTOR PULSE WIDTH MODULATION

For voltage sources that use pulse width modulation (PWM) in three phases voltage source inverter (VSI), an inverter can be used to convert power, synchronise the grid, and optimise control. The main factor in feeding a grid with high-quality power is the current regulation of grid-connected VSI in DG systems. This is due to the fact that, contrary to what the IEEE standards claim, a DG system does not actually regulate the voltage level of common connection. This is so that DG systems do not have to adjust the voltage at the point of common coupling, as required by IEEE standards [1], [13]–[15]. Due to the advantages, they offer, space vector pulse width modulation (SVPWM) -based controllers are currently utilised often in three-phase PWM VSIs. SVPWM has several advantages [16], [17]. This is one of the methods for managing the current that was previously stated. SVPWM, on the other hand, is an open-loop voltage-type modulator and as a result, it differs significantly from current-type modulators with closed loops in a number of important ways. When utilised with an inverter that is linked to the grid, SVPWM-based current controllers may be vulnerable to disruption brought on by the grid's harmonics. Additionally, the delay in control caused by computation and sampling may result in a decline in the output current's quality. Furthermore, there is no built-in safeguard against overcurrent because the SVPWM has direct control over the voltage waveforms generated by the inverter. Since it makes the inverter unstable, this is a particularly challenging problem for grid-connected inverters utilised in DG applications [15]. A modern mistake compensation system is planned as follows: consequently, of paramount importance if one desires to circumvent SVPWM's drawbacks. Current error compensation is often carried out with one of these kinds of regulators due to the simplicity and dependability of standard proportional-integral (PI) regulators. The output current waveforms, however, could be altered if the electromagnetic disturbance brought on by the grid's reverse electromotive force is not properly corrected for [17], [18]. Numerous attempts have been made to enhance traditional PI regulators, such as those found in [19] or fuzzy-tuning PI control. One of these modifications has been the integration of a sine transfer function. These are only two instances of the numerous various strategies that have been used.
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But as system parameters change, the system's design becomes considerably more intricate and complex. Since deadbeat predictive control offers excellent performance when it comes to the current control of VSI, it is usual to use it for current error compensation [20]–[23]. However, the control algorithm grows more complex and sensitive as a result of the time and effort needed to calculate and implement it. Mattavelli [24] and Oh et al. [25] presented two digital predictive current controllers for three-phase PWM VSIs that operate given invariable coordinates and have control delays that are equivalent to or more than one PWM period. However, even with rectification, the computations were too large, resulting in lower performance.

The inverter can be used with the SVPWM approach to control the speed and torque of electric motors [26]–[28]. SVPWM has become a popular alternative for low-switch-count systems due to its greater efficiency in regulating inverters with fewer switches [29], [30]. The duty cycle of SVPWM is determined by the modulation technique. There are six sectors in the intricate switching vector space plane (a, b). The switching states for the power inverter's turn-on and turn-off are combined to divide the sectors. The switching intervals for all vectors are determined by SVM, which is a more complex technique, using a lookup table and sector identification. The two adjacent switching state vectors are recognised by the reference vectors. To calculate the on and off states of each switch, you will require these vectors. To locate the switching sequences, you will need a microprocessor, intricate algorithms, and an increase in the power inverter's n-level. The fundamental disadvantage of SVM is that it takes a long time to do simple calculations, which causes unneeded delays [31]. To address this issue, sophisticated deadbeat control and multiple reactive system components are used [32]. In terms of fundamental voltage ratios and harmonics correction, SVM methods surpass SPWM. The peak output voltage of SPWM is roughly 15% higher than that of triangle carrier signal-type modulation [33]. Moreover, systems with many levels of power inverters frequently employ the SVM approach, which compares several different-level carrier waves with the reference voltage signals and are used to build an n-level space vector with sector and n-switching states for positive, zero, and negative switching sequences [34], [35]. Value vectors come in three sizes: tiny, medium, and gigantic.

4. ARTIFICIAL INTELLIGENCE BASED SVPWM

The application of artificial intelligence (AI) methods, particularly neural networks, can considerably boost the performance of power electrical controllers. In the broad subject of power electronics, neural networks have uncovered a brand-new and fascinating sector. Neural networks are increasingly being used in motors and power electronics. Neural networks of the feed-forward back-propagation kind are most frequently used in power electronics. It uses supervised error back-propagation training and has a large processing capacity. The neurons of the output layer typically have a linear transfer function, whereas the neurons of the hidden layer often have a hyperbolic tangent sigmoid transfer function. Similar to how synaptic junctions of neurons contribute dispersedly to the memory or intelligence of a biological neural network, synaptic weights of a neural network also contribute dispersedly to the intelligence of the system. As a result, the neural network is able to maintain its core functionality, such as pattern recognition or input-output mapping. It should be emphasised that one of the neural network's unique qualities is its extraordinary speed when doing large-scale parallel processing with the aid of application-specific integrated circuit chips. SVM is an example of a feed-forward carrier-based PWM phenomena known as non-linear mapping. This method samples the command phase voltages at the input and establishes the corresponding pulse width patterns at the output [36], [37]. Therefore, it is logical to suppose that an artificial neural network (ANN) of the feed-forward back-propagation type with a high computing capability may implement the SVPWM method. The ANN has a built-in capability for learning, which enables it to deliver improved precision through interpolation, in contrast to the conventional look-up table method. Article on the ANN-based SVM modulator for induction motor drive have been published by Pinto et al. [38]. The presented ANN-based modulator has a lower computational burden than three-level converters since initial space-vector computations are not necessary for determining the magnitude and angle of the reference vector. Training a multi-layer neural network is more difficult since an even larger number of neurons are required. There is a need for an additional up-down counter, a complex logic circuit, and more switching transitions, all of which contribute to the complexity of segmentation.

Because it can reduce the inverter's harmonic output signals and has lower switching losses than other approaches, the SVPWM approach is the best one for VSI. This technique makes use of implicit modulation functions of SVPWM and necessitates substantial nonlinear calculations. The majority of SVPWM generally requires hard online calculation, which makes real-time implementation difficult. Because more memory is needed for traditional SVPWM, there are fewer switching frequency options available, which reduces the accuracy of the SVPWM algorithm. This problem is solved using a genetic algorithm (GA) based SVPWM. However, the GA is time-consuming to utilise because they must be
repeated a lot to produce the best results. Durgasukumar and Pathak [39] used SVPWM based on the adaptive neural fuzzy inference system (ANFIS) for two-level inverters.

Many academicians in the recent years have focused on the creation of unique machine learning algorithms to address the problems that come with artificial intelligence. One of the most crucial of these techniques is the random forests (RF) regression methodology. It has been utilised to create the real image spectra and to boost daytime, night-time, and twilight rainfall rate assignment. The RF based SVPWM was demonstrated by Hannan et al. [40] to have a level of robustness that was greater than the ANFIS and ANN controllers in all the scenarios that were examined in terms of damping capability, settling time, steady-state error, and transient response across a variety of different operating conditions.

The machine learning technique known as reinforcement learning (RL), teaches an agent to comprehend a dynamic environment by applying actions and gaining rewards through trial and error. As more potent processing units are created, deep learning (DL) is growing in popularity since it has been shown to be capable of resolving a range of extremely challenging issues. The learning approach known as deep reinforcement learning (DRL), which was created when standard reinforcement learning and deep learning were coupled, is relatively new. DRL has been used in a variety of scenarios to simplify issues that might otherwise be challenging. Qashqai et al. [41] proposes a new SVM switching method that can learn how to switch an inverter using the inverter's SVM switching states where deep reinforcement learning is the foundation of this approach. A new current regulated SVPWM with grid harmonic compensation in simulation of PV system has been presented by Bhat and Agarwal [42] and Lakshmanan et al. [43].

5. ARTIFICIAL INTELLIGENCE FOR POWER CONVERTER DEFECT MONITORING

The detection of converter faults in grid-connected PV systems has been successfully accomplished over the past few years using AI-based data-driven intelligent fault categorization algorithms like the one presented by Kurukuru et al. [44]. Artificial intelligence is the driving force behind these methods. For the fault detection and classification of power switches in multilevel H-bridge inverters, ANN are used by Chowdhury et al. [45]. The details pertaining to the output voltage from the inverter is collected, and discrete wavelet transform (DWT) is then used to extract properties like signal power, energy, and so forth. After then, the input and output layers are combined to create the training component of the ANN, which also has one hidden layer. For identifying and categorising defects in PV systems connected to the grid radial basis function networks (RBFNs) have been used to build a defect classifier. A variety of time instants' worth of data from the inverter's output are gathered, and after pre-processing, the wavelet transform is utilised to extract important properties. The RBFN receives these features as input, and uses the Gaussian kernel to carry out its analysis. Supervised learning-based probabilistic neural network (PNN) has been proposed for fault diagnosis in diode clamped multilevel inverters by Bhattacharya et al. [46]. DWT is used for feature mining with the mother wavelet of the Daubechies order 4 (db4). The use of a multi-layered feedforward PNN is then made, and this time there is no requirement for weight modification iteration. A multi-layer perceptron neural network (MLPNN)-based intelligent condition monitoring strategy for PV systems that are connected to the grid is suggested by Bharath et al. [47]. Following the collection of data on the voltage and current faults of the inverter brought on by various switch faults, DWT is applied to calculate the different attributes. Principal component analysis (PCA) is also used to reduce the number of dimensions, and as a consequence, only the features that are relevant to the study are collected. He et al. [48] outlines the application of a fault forecasting approach based on fast clustering and the Gaussian mixture model for a photovoltaic inverter that is connected to the grid. The technique entails capturing real-time data on the system, including the inverter's output power, current, voltage, IGBT temperature, and other data. Additionally, the Gaussian mixture model (GMM) is used for fault forecasting, and the fast-clustering approach is used to condense data clusters that are similar to one another. Gong et al. [49] advocates utilising a modified version of the convolutional neural network-global average pooling (CNN-GAP) technique for the detection of defects in inverter switches. The raw data from the 1-D time series of the inverter serves as the input for the CNN-GAP model. 2-D feature maps are the end product of this process, which is constructed at the input layer utilising numerous convolution and pooling layers. The output SoftMax layer is where the diagnostic result is ultimately obtained, while the GAP layer is responsible for compressing the final image.

6. ARTIFICIAL INTELLIGENCE FOR FILTER FLAW DETECTION

Keeping an eye out for filter flaws grid-connected PV systems frequently require the installation of filters to lower the quantity of harmonics released by the inverter's output. A simple L filter might be all that is required, but that would require a large inductor and could result in a big drop in voltage. As a result, the LCL filter is suggested by Zhou et al. [50] due to the advantage of using components that are more compact in size [49]. The results of the study indicate that capacitors are among the most fragile parts, and that the...
operating conditions, such as temperature, current, and others, have a significant impact on how well they perform. Equivalent series resistance (ESR) is a metric for electrolytic capacitor health and can be analyzed to ascertain the condition of electrolytic capacitors. Monitoring the comparable series resistance will enable you to estimate ESR. Artificial intelligence-based monitoring techniques are used to assess the condition of a capacitor's health. The use of an ANN-based regression technique allows for the remaining useful life (RUL) identification of electrolytic capacitors as proposed by Bhargava et al. [51]. Decisions on a person's health prognosis are made using a fuzzy-based approach. Neo-fuzzy neuron (NFN) model-based electrolytic capacitor health monitoring system is presented by Soualhi et al. [52]. It is based on the integration of fuzzy logic and artificial neural network-based approaches to effectively monitor the status of capacitors. For the goal of determining the health of capacitors, a comparison is made between the support vector regression (SVR) approach and the recursive least squares (RLS) method for computing regression coefficients by Khalil and Lee [53]. To lay the groundwork for the SVR approach, the model is first determined by offline training. Using supervised learning-based artificial neural networks to perform health status monitoring of electrolytic capacitors has been thoroughly analyzed by Soliman et al. [54]. However, the use of AI-based methodologies has a lot of untapped potential that may be explored when it comes to the topic of the condition of electrolytic capacitors.

7. ARTIFICIAL INTELLIGENCE FOR BATTERY MONITORING

Synthetic intelligence monitoring for battery malfunctions and deterioration, state of charge (SOC), state of function (SOF), and state of health (SOH), as well as a range of other parameters, are used to assess the performance of batteries in PV systems that are connected to the grid. The diagnostic and prognostic technologies required to monitor the health of batteries have been studied. There has been some study on AI-based battery diagnosis tools. Yu [57] created a Bayesian regression with the goal of estimating RUL for batteries. To get a battery's RUL rating, a statistical model is integrated with a process-based, electrochemistry-based model. Additionally, one option is the relevance vector machine (RVM) methodology explored with the goal of determining the battery's condition. An adaptive gaussian mixture model (AGMM) based system for monitoring the health of batteries is proposed by Yu [55]. It is an online battery degradation diagnostic tool that works with a learning rate schedule and recursive component t parameter changes. The Gaussian distribution's components are continuously updated online, and the component with the highest probability is chosen to further increase efficiency. Samadi and Saif [56] chose to monitor the batteries using a Takagi-Sugeno fuzzy technique. Even though the nonlinear dynamics of a battery include complex electrochemical equations, it can be managed in a reasonable way. A temporal convolutional network (TCN) is suggested for use in battery monitoring to forecast SOH and estimate RUL by Zhou et al. [57]. It is a fairly recent method that is data-driven and deep learning-based and offers a high-precision assessment of the state of health of the specified component. Long short-term memory (LSTM) and the recurrent neural network (RNN) are used in tandem to create the battery fault diagnostic as is reported by Li et al. [58]. By acquiring large volumes of data on batteries from the real world, the resilience of the combined method is acquired. Along with it, to find the model's hyperparameters, the method combines the benefits of a modified adaptive boosting (MAB) coupling module with an approaching optimization method (AOM) optimization tool to improve diagnostic reliability. Thus, the authors have discussed use of artificial intelligence for reliability. Reliability refers to a device's ability to perform a defined duty within a predetermined set of operating circumstances as given by Huai et al. [59]. The likelihood of success and failure is one of the criteria used to gauge reliability as suggested by Yang et al. [60]. The objective of the reliability analysis is being carried out to provide an estimate of the operational lifespan and, in the event of a breakdown, to recalibrate the lifetime and provide the remaining useful life. Operating systems perform the reliability study for the design modification. Electronic equipment is powered in a regulated environment. The device's thermal model might be developed after accounting for the inverter's power loss. After the thermographic profile has been established, cycle counting utilizing the rain flow counting method can be performed using a variety of lifespan computing models, including Coffin-Mason [61], Monte-Carlo [62], and LESIT [63] for the purpose of calculating the device's lifespan. However, the analytical analysis methodologies could have numerous flaws, such as quick convergence in analysis. To solve these problems, it is possible to incorporate the rapidly changing load on components into the AI-based lifespan estimate. It is brought on by the ride-through procedure [62], which will ultimately lead to a better lifespan forecast capability. In contrast to the paper [64], which establishes a function-based connection between dependability and design parameter, the paper [63] uses ANN to estimate lifespan in order to analyze the various operating scenarios. The analysis is carried out using an ANN. It is first trained, after which surrogate models are used. A generalized schematic for the deployment of artificial intelligence applications for fault detection and status monitoring in grid-connected
solar systems is shown in Figure 3. Figure 4 displays the typical practice of lifespan estimation where Markov analysis or Monte Carlo methods are used [65], [66].

Figure 3. Generalised schematic for the deployment of artificial intelligence applications for fault detection and status monitoring in grid-connected photovoltaic systems [66]

Figure 4. Typical practice of lifespan estimation, Markov analysis or Monte Carlo methods are used [66]

8. CONCLUSION

This article describes a technique for improving the power quality in grid interfaced photovoltaic (PV) system using space vector pulse width modulation (SVPWM). The grid voltage, grid current, and grid harmonic correction of the PV system are used in the execution of the current controlled SVPWM technique. In order to meet the rising demand for electricity, PV systems that are connected to the grid are currently in a strong position to increase both energy efficiency and power quality. A unique current-regulated SVPWM with grid harmonic compensation is used in this study of a PV system that is hooked into the grid. Using artificial neural network (ANN), lessens the mathematical complexity related to the SVPWM. If the ANN-SVPWM is appropriately developed, the mathematical complexity related to the SVPWM may be significantly reduced. In an effort to improve the quality of the power supplied by grid systems, the discoveries made throughout the course of this inquiry will be put to use in later artificial intelligence-based technologies.
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